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Introduction  
On August 6, 1945 “Little Boy” the 235U bomb was exploded above Hiroshima and about twenty 

to thirty minutes after the explosion, there was “black-rain” in a wide area that extended outside 
Hiroshima city extending to more than 30 km to the north-west direction from the hypocenter. 
Subsequently, there were two reports summarised in Dosimetry System 1986 and Dosimetry System 2002 
based on the radiation dose estimation due to gamma rays and neutrons received by survivors of the 
Hiroshima A-bomb. There is less information on the distribution of radioactive fallout in the case of 
Hiroshima A-bomb (Little Boy) compared to the Nagasaki A-bomb. The amounts of fission product (FP) 
generated by Little Boy were much smaller than those deposited in Hiroshima from other atmospheric 
nuclear test explosions and analysis of FP contents in soil samples do not show the distribution of bomb 
fallout. According to some reports, about 51Kg of 235U was loaded in the Hiroshima bomb of which about 
912g was consumed by the 16-kt explosion. It can be interpreted that one of the potential nuclides that was 
unique to the Hiroshima A-bomb was 235U. There are various assumptions about enriched 235U present in 
the A-bomb.  

Uranium has three long-lived isotopes of masses 234, 235 and 238 with average abundances of 
0.0054%, 0.720% and 99.275%, respectively. The principal isotopes e.g. 235U and 238U are of primordial 
origin and 234U is present in radioactive equilibrium with 238U. 236U occurs in nature at ultra trace 
concentrations with a 236U:238U atom ratio of 10-14. Anthropogenic uranium also contains small amount of 
236U, formed by neutron capture of 235U in nuclear industrial processes and to a lesser extent, the alpha 
decay of 240Pu. Some 236U has only been found in geological samples specimens (e.g. samples from the 
Oklo reactor) which can be explained due to higher neutron fluxes in uranium ores. 236U is a potentially 
“fingerprint” for the presence of uranium originating from a nuclear reactor in the environment. The 
abundance of long-lived radionuclides and their decay products provide information on the chemical 
evolution of the system of their origin. In case of environmental sciences, soil and sediments are the most 
suitable materials that would be likely to preserve any remains of anthropogenically altered uranium. 
Natural isotopic composition of 235U/238U = 0.00725. However, there are no two isotopes of uranium 
which are in secular equilibrium and not affected by any possible contamination. Therefore, determination 
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of U isotopes in soil samples is expected to provide us with information to evaluate the possible 
contamination of uranium. 

Inductively coupled plasma mass spectrometry (ICP-MS) and thermal ionization mass 
spectrometry (TIMS) have been used for determining total concentration of uranium and isotopic 
measurement of uranium from soil samples respectively. TIMS provides highest precision (normally 0.2% 
at the 95% uncertainty level compared with approximately 1-2% for ICP-MS. The advancement of 
thermal ionization mass spectrometry with high abundance sensitivity enabled us to measure directly all 
possible uranium isotopes. TIMS measurements produced data with much better precision than 
conventional alpha counting methods and reduced the sample amount as well as time required for 
measurements. The purpose of our study is to make clear the distribution of uranium as well as precise 
measurement of 234U/238U, 235U/238U and 236U/238U ratios of uranium chemically separated from soil 
samples around Hiroshima hypocenter using a thermal ionization mass spectrometry equipped with a 
WARP filter to detect trace levels of nuclide contamination by artificially produced uranium isotope.  

 

2. Materials and methods 
2.1 Samples 

A standard reference material NBS U010 was used to check the reproducibility of the calibration 
of TIMS. Eleven soil samples were selected for this study: sediment reference material supplied by 
Geological Survey of Japan (JLK-1) and surface (0-10 cm) soil samples collected at a distance from 2 to 
30 km from Hiroshima hypocentre in 1976 under the auspices of a project sponsored by the Ministry of 
health and welfare, Japan. The samples were dried at 110 ºC then crushed and sieved through a nylon 
sieve. 

 

2.2 Chemical procedures  

Digestion with an acid bomb was performed in a closed vessel (PTFE vessels) microwave unit 
(MLS 1200 mega, Italy) using a mixture of HNO3-HF-HClO4 for sediment sample, JLK-1 and soil 
samples. After digestion, samples were evaporated to dryness on a hot plate. Then the residue was 
dissolved in 8M HNO3 to yield a sample solution. 

 

2.3 Chemical separation 

Three columns were prepared for each sample. Eichrom UTEVA resin in prepacked columns with 
2 ml resin was placed immediately below the second column containing a strong anion exchange resin 
Biorad Dowex 1X-8 (200-400 mesh, Cl- form). Both columns were conditioned with 8 M HNO3. The 
sample was transferred to the anion exchange column and eluent passed directly onto the UTEVA column. 
The two columns were eluted with 10 ml of 8M HNO3, followed by 20 ml of 3M HNO3. Uranium was 
eluted from UTEVA column using 5 ml of 0.02 M HCl. Concentration of eluent was adjusted to 9 M HCl. 
The resulting solution was loaded onto an anion exchange column preconditioned with 9 M HCl and 
washed with 10 ml of 9 M HCl. Finally, U was eluted with 10 ml of 0.02 M HCl and the eluent was 
evaporated to yield a small drop in a Teflon beaker prior to TIMS filament loading. 
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2.4 Mass spectrometry 

The isotopic analyses of uranium were performed on a single focussing VG (Micromass) Sector 
54-30 thermal ionization mass spectrometer (TIMS) at National Institute of Radiological Sciences and is 
equipped with nine Faraday collectors and a Daly ion-counting system detector positioned behind axial 
Faraday and wide aperture retardation potential (WARP) energy filter. The large ratios between decay 
constants result in extreme isotope ratios in secular equilibrium, the analysis of which requires high 
abundance sensitivity. This has been achieved with introduction of wide aperture retardation potential 
(WARP) energy filter. Very high abundance sensitivity, high transmission, and high stability ion optics, 
extremely low dark noise level, high linearity of the detection system and sophisticated sample preparation 
techniques to minimize molecular interferences and contaminations of the sample are essential to achieve 
the ulimate precision and accuracy in TIMS measurements of very large isotope ratios. A triple filament 
assembly was used for the thermal ionization of uranium isotopes. Uranium isotopes 234, 235, 236 and 
238 were measured dynamically using the Daly-ion counting system and three Faraday cups with mass 
jumps. 

 

3. Results and discussion 
Concentrations of uranium measured by ICP-MS in different soil samples are summarized in 

Table 1.  We have studied the total concentration of U from soil samples. The mean concentration of U 
varied from 2.61 to 4.8 ppm. Taking into account natural uranium concentration, it is difficult to examine 

the possibility of contamination due to uranium. (Wedepohl has reported U in the earths crust as 1.7 ppm.)  
We have carried out the isotopic measurement of uranium from soil samples around the 

hypocenter with the objective of detecting the presence and potential source of anthropogenic uranium. A 
representative duplicate set of samples is given in Table 1. Samples from location station ESE fall in the 
range expected for natural uranium. However, samples collected from other places show a spread in 
uranium isotope ratio well outside the 99.7% confidence limit, showing a little enrichment of 235U/238U.  

 

Table 1  

Sample No Distance* 
(km) 

Soil 
density 
(kg/l) 

238U 
Concentration

(ppm) 
234U/238U 235U/238U 

ESE 4 1.21 4.01 5.51E-05 0.007258 
ESE 6 1.33 2.63 5.48E-05 0.007269 

N 4 1.15 2.61 5.56E-05 0.007278 
N 8 1.13 2.91 5.61E-05 0.007279 
N 10 1.24 4.85 5.53E-05 0.007271 

NWN 4 1.13 2.74 5.72E-05 0.007368 
NWN 6 0.86 3.78 5.63E-05 0.007349 
NWN 8 1.14 3.41 5.50E-05 0.007238 

W 4 1.16 3.35 5.48E-05 0.007306 
W 6 0.94 4.46 5.49E-05 0.007266 

ESE-East-southeast, N-North, NWN-North west north, W－West *: Distance from hypocentre 
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This indicates heterogeneity in the distribution of isotopically enriched U within the soil. Data 
from duplicate runs of each sample, one can confirm that such deviations from natural ratios were readily 
reproducible at statistical levels predicted by standard measurements. Therefore, we thought it worthwhile 
to discuss 234U/238U as well as 236U/238U ratios. 

When we use 234U/238U ratio, disequilibrium ratio varies from lowest i.e. 1.005 to the highest 
1.117 at sampling point - which is within 10 km radius from the hypocenter. In case of secular equilibrium, 
238U, with a half-life of 4.47×109 years would be in secular equilibrium with all its daughters, including 
234U, with half-life of 2.45×105 years. Therefore, 234U/238U atomic abundance ratio would be 
2.45×105/4.47×109 = 54.8×10-6 (or 54.8 ppm) which is the expected ratio. This indicates about ~1% of 
enrichment of 234U is present in soil samples. The results reported here are comparable with Takada et al., 
whose data was obtained with an alpha-spectrometer. 

236U/238U ratio in the soil samples varied between (1.1-4.6)×10-8. The presence of 236U in the soil 
samples can be attributed to some nuclear fallout from some nuclear accident (global fallout) or may be 
due to contamination in the black rain. Therefore, it still remains as a problem to be studied to estimate 
neutron fluence quantitatively based on the data from soil samples to investigate the presence of 236U in 
detail. 

All these studies are preliminary and joint efforts have been taken to assess doses to Hiroshima 
residents due to the “black rain”. One of the main problems relating to dose assessment is estimation of 
qualitative and quantitative composition of fallout deposition. In case of 236U measurement, since there are 
no international standards available, it will be desirable to calibrate TIMS measurement with accelerator 
mass spectrometry (AMS). This will result in more accurate determination of 236U/235U ratio in soil 
samples and will be helpful for the assessment of external doses due to radionuclides deposited on the 
ground in the “black rain area”. 
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On August 6, 1945 an A-bomb “Little Boy” exploded above Hiroshima. In about 20 minutes it 

began to rain from the radioactive cloud. The rain drops were black and big as balls [1]. The cloud moved 

north-west from the hypocenter. Precipitations from the radioactive cloud covered the area of about 66 

km2 hereinafter referred to as the “black rain” area. 

Since 2008 joint international efforts to assess doses to Hiroshima residents due to the “black rain” 

have been under way. One of the central problems relating to dose assessment is estimation of qualitative 

and quantitative composition of fallout deposition. So, the purpose of this work is to reconstruct a realistic 

radioactive contamination of the “black rain” area on the basis of known theoretical statements, analysis of 

a few experimental measurements and plausible thoughts. 

Three tasks have been set:  

1) reconstruction of radioactive particles formation in case of an atmospheric nuclear explosion;  

2) estimation of the radionuclides deposition density due to Hiroshima “black rain”;  

3) preliminary assessment of external doses due to radionuclides  deposited on the ground in the 

“black rain area”. 

 
Reconstruction of radioactive particles formation in case of an air nuclear explosion 

An air nuclear explosion that has the reduced height of burst more than 100 m/kt1/3 is called “air 

explosion”. Under these conditions the expanding fireball doesn’t touch the ground surface. Hence, no 

soil is involved in the fireball. In this case a single-phase multi-component thermodynamic system, 

formed in the fireball soon after the explosion, consists of device construction materials vapors, nuclear 

fuel, fission products and device-related activation products and hot air. Then the fireball begins to cool 

down. It inevitably leads to vapors condensation resulting in creation of the liquid phase in the form of 

ferrous oxide drops because ferrum is the main construction material of the device. While drops are 

growing, molecules of radionuclides are condensing on these drops in accordance with their 

thermodynamic properties. This process continues till the drops have solidified and changed into 

spherical solid particles with practically uniform volume distribution of radionuclides. 

To obtain numerical results a two-phase multi-component vapor-liquid system in 

thermodynamic equilibrium was considered. This system can be described using several assumptions. 

The first assumption: the processes, which progress in both phases of the system, can be considered as 
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combination of consecutive short-time events. All equilibrium conditions are kept in every event (so-

called quasi-thermodynamic equilibrium principle). The second assumption: the liquid phase, which is a 

combination of great amount of different size spherical drops, is a highly diluted multi-component 

solution, which behaves as an ideal solution. The third assumption: vapors of solvent and soluble behave 

as ideal gases. 

We can break the process of fallout particles formation into several intervals according to the 

fireball temperature. 

 The first interval: T > 1641 °K.  Under this condition vapor phase molecules interact with liquid drops 

of ferrous oxide. Consolidation of the drops totally finishes by T = 1641 °K. Within the frame of this 

interval behavior of radionuclides in the fireball could be described according to one of kinetic 

interpretations of Henry law. Firstly, radionuclides of refractory elements and their oxides formed till 

consolidation of the liquid drops are concentrated in the volume of these drops. Secondly, most of 

radionuclides of halogens, noble gases and volatile elements, such as rubidium and cesium, remain in 

vapor phase.  

The second interval: 373°K < T < 1641°K. The radionuclides remained in vapor phase or newly 

formed according to the corresponding decay chains are adsorbed on the surface of the solidified drops 

in accordance with Langmur physical adsorption theory.  

Langmur’s assumptions were as follows: 

- there is a certain quantity of adsorption sites on solid body (adsorbent) surface. Vapor phase 

molecules can be adsorbed on these sites;  

- adsorption site is an atom or a molecule of adsorbent, which possesses an unsaturated bond. This 

bond creates force field. It should be noted that each adsorption site is able to capture and to 

keep on its surface for some time one and only one strange molecule which has entered its force 

field;  

- adsorption sites are equivalent, each adsorbed molecule is equally strongly bonded to the 

adsorbent. Surface migration of the adsorbed molecule is impossible.  

In case of equilibrium between isobars adsorbed on the particles surface and isobars remained in 

vapor phase only a part of adsorption sites is occupied. 

Isobars of decay chains involve wide range of compounds from noble gases and halogens to 

refractory metallic oxides. Their behavior in the fireball after consolidation of the particles depends on 

their thermodynamic properties. Firstly, time of residence on the particles surface of refractory isobar 

molecules is rather large and the probability of their sorption is close to 1. Secondly, radionuclides of 

volatile and intermediate elements are partly adsorbed on the particles surface. Thirdly, sorption of noble 

gases on the surface of condensation particles is improbable. Finally, radionuclides not related to the 

particles are presented as a part of aerosols and form global fallout. 

The third interval: T < 373°K. By this moment adsorption of the radionuclides practically finishes. 

Intensive condensation of atmospheric moisture vapors begins. Then this moisture evaporates or 

sublimates resulting in loose aerosols. 
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According to Fig.1 we can conclude that consolidation of drops finishes in about 15 seconds after 

the explosion and formation of fallout particles finishes in about one minute after the explosion. 

 
Estimation of the radionuclides deposition density due to Hiroshima “black rain” 

Several assumptions have been made in order to estimate the deposition density. They are as 

follows: 

• the “black rain” began just after the explosion; 

•   fission yield of the explosion “Little Boy” was equal to 16 kt; 

•   the “black rain” area was equal to 66 km2; 

To assess deposition density we need to estimate the fraction of the nuclear explosion particles 

deposited in the “black rain” area. 

The U238  surface density in the “black rain” area is mainly determined by natural uranium and it is equal 

to ρhk: 

ρ – soil density at the soil sampling point, g·cm-3; 

h – soil depth in the case of the standard sampling, which is equal to 10 cm; 

k – relative mass content of natural uranium in soil at the soil sampling point. 

The U236  deposition density can be written as: 
S

m236
 

α – the fraction of the nuclear explosion particles deposited in the “black  rain” area; 

S – the “black rain” area, which is equal to 66 km2.  
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 Let’s assume that energy release of the A-bomb “Little Boy” was 16 kt in TNT equivalent. Taking 

into account that there are 1.45 1023 fissions per 1 kt, we can assess that 2.32 1024 atoms or ~905g of 

U235  were fissioned. 

 The ratio between radioactive-capture cross-section and fission cross-section is equal to 0.0738. 

Hence, during nuclear fission 0.0738·2.32 1024=1.71 1023 atoms or 67.1g of U236  were formed as a result 

of radioactive capture. So, m236 = 67.1 g. 

U

U
238

236

 -is an experimental ratio which characterizes the soil sampling point. 

We can estimate the magnitude of the 
k


 using equation (1) and experimental data [2]. It fairly 

characterizes a certain average value for the “black rain” area. In accordance with the calculations,  

k


 =2658. 

Uranium is a rock-forming but rather trace element. The clarke content of natural uranium is equal 

to 3 10-6. However, density of natural uranium essentially depends upon a kind of rock, so it can vary over 

rather a wide range. Therefore k depends upon composition of the rock, which forms sub-base at the 

sampling point. Assuming k is equal to the clarke of natural uranium, we obtain that 

%8.01032658 6   . 

 

Values of surface contamination density were calculated using the following formula: 

S

N

N
q

jt

j
jj

j 




10

23

107.3

1045.1 

 ,                                                                 (2) 

where: j  -  independent yield of j-th isobar decay chain in case of 235U fission by fission 

spectrum neutrons;  

         1.45 1023 fissions per kt - amount of fissions which corresponds to the fission yield of 1 kt;  

                 q – fission yield of the explosion “Little Boy” which is equal to 16 kt;  

                 j  -decay constant of the main isobar of j-th decay chain,s-1; 

                

jt

j

N

N
  - the fraction of j-th decay chain isobars which relates to the nuclear explosion  particles 

(according to our estimate);  

                      – the fraction of the nuclear explosion particles deposited in the “black rain” area, which 

is equal to 0.8%;  

                   3.7 1010 - decays per second to Ci conversion coefficient;    

                 S - the “black rain” area, which is equal to 66 km2.  
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The values of independent yields of isobar decay chains were copied from the guide [3] 

and the values of decay constants were calculated using data presented in the guide [4].  

Values of ratio 

jt

j

N

N  for the series of isobar decay chains which take place in case of an atmospheric 

atomic explosion with fission yield of about 20 kt and average values of fission fragments contamination 

density of the “black rain” fallout are presented in Table 1. 

 

Table 1  

The decay chain 
number 

The main radionuclide Т1/2 
jt

j

N

N
 σ, kBq/m2 

89 89Sr 50.55 d 0.0023 4.44 
90 90Sr 28.6 y 0.012 0.11 
91 91Y 58.51 d 0.056 1.15 102 

95Zr 64.05 d 1 
95 95Nb 34.97 d 1 

2.4 103 

99 99Mo 66.02 h 0.94 4.81 104 
103 103Ru 39.35 d 0.44 1 103 
106 106Ru 368.2 d 0.29 8.51 
131 131I 8.04 d 0.42 3.71 103 

132Te 78.2 h 0.45 
132 132I 2.3 h 0.45 

1.4 104 

137 137Cs 30.174 y 0.015 0.19 
140Ba 12.789 d 0.28 

140 140La 1.68 d 0.28 
2.8 103 

141 141Ce 32.5 d 0.62 2.3 103 
143 143Ce 33.0 h 1 9.6 102 
144 144Ce 284.31 d 1 5.9 102 

 

Based on our results we can make some conclusions: 1) Сondensation particles mainly are the 

cause of radioactive contamination in intermediate fallout zones; 2) Such radionuclides as 90Sr and 137Cs 

are predominantly condensed on the atmospheric dust particles and aerosols and form the basis of global 

fallout; 3) Qualitative and quantitative composition of radioactive contamination of air explosion particles 

depend upon a nuclear explosion yield. 

 

Preliminary assessment of external doses due to radionuclides deposited on the ground in the “black 
rain” area 

We have obtained deposition density of different radionuclides in the “black rain” area. Hence, we 

can assess external doses due to the “black rain”. Preliminary estimates of external doses for the first year 

after deposition from different radionuclides are presented in Table 2. 
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Table 2. Preliminary estimates of external doses. 

Radionuclide 
External absorbed dose, 

mGy y-1 
89Sr 2.64 10-2 
91Y 3 10-3 

95Zr/95Nb 14.5 
99Mo 2.4 
103Ru 2.6 

131I 1.45 
132Te 14.2 
137Cs 4 10-3 

140Ba/140La 9.3 
141Ce 0.7 
143Ce 5.4 10-2 
144Ce 0.23 

According to our calculations the preliminary maximum estimate of the external dose accumulated 

during one year after the explosion from all deposited fallout particles to the residents in the “black rain” 

area is about 46 mGy. 

Main conclusions are as follows: 

1. The process of radioactive particles formation in case of an air nuclear explosion has been 

reconstructed step-by-step. 

2. Quick fractionation of the radionuclides took place in case of Hiroshima “black rain”. Mixture of 

deposited particles was depleted with such radionuclides as 89Sr, 90Sr, 91Y and 137Cs. 

3. Radionuclides not related to the particles were condensed on the atmospheric dust particles and 

loose aerosols. 

4. The deposition density of various radionuclides due to Hiroshima ‘black rain” has been estimated. 

5. Сondensation particles mainly are the cause of radioactive contamination in intermediate fallout 

zones. 

6. Only small amount of fission products was deposited in the “black rain” area. Such radionuclides 

as 90Sr and 137Cs were depleted in fallout particles. The major part of fission particles was globally 

deposited. 

7. Qualitative and quantitative composition of radioactive contamination of fallout particles depend 

upon conditions and yield of a nuclear explosion. 

8. The preliminary maximum estimate of the external dose from all deposited fallout particles to the 

residents in the “black rain” area is about 46 mGy. 
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On August 6, 1945 an A-bomb exploded above Hiroshima. Shortly it began to rain from the 

radioactive cloud. The cloud moved north-west from the hypocenter. Precipitations from the radioactive 

cloud covered the area of about 66 km2, so-called the “black rain” area. Deposited radionuclides could be 

the cause of external and internal exposure to the Hiroshima residents. The purpose of this work is to 

present the method of reconstruction of internal doses to critical organs for the inhabitants of the “black 

rain” area. 

In 2000 the methodology “Assessment of absorbed and effective doses from ionizing radiation to the 

populations living in areas of local fallout from atmospheric nuclear explosions” was developed by 

Russian scientists (K.I. Gordeev and colleagues) [1]. This methodology has been adapted to the Hiroshima 

“black rain” fallout conditions. Also the paper by H. Muller and G. Prohl “ECOSYS-87: a dynamic model 

for assessing radiological consequences of nuclear accidents” [2] was used. The resulting methodology is 

described.  

The main input parameters related to the nuclear explosion were as follows: 1) date of the explosion: 

August 6, 1945; 2) type and composition of fission material: 235U ~ 80%, 234U ~ 3%, 238U ~ 17%; 3) total 

yield of the explosion: q ≈ 16 kt in TNT equivalent. 

We have made several assumptions related to residence history and dietary habits: 1) the inhabitants 

permanently lived in the “black rain” area at the time of the explosion and at least a year following it; 2) 

diet wasn’t changed after the deposition. 

Absorbed dose in organ to age-group k from internal exposure of radionuclide i (Dint,i,k) is equal to the 

sum of dose from inhaled nuclide i (Dinh,i.k) and dose from ingested nuclide i (Ding,i,k): 

Dint,i,k = Dinh,i.k + Ding,i,k         (1) 

Let’s consider internal dose from inhaled nuclide i. It is directly-proportional to the integral 

concentration of nuclide i in air, which in its turn depends upon deposition velocity of nuclide i: 

Dinh,i,k ~                       (2) 

where 

   С   is integral concentration of nuclide i in air; 

σ is deposition density of nuclide i; 

Vd is deposition velocity of nuclide i.  

dV
С
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In case of dry deposition Vd ≈ 0.1-0.3 m s-1, while in case of wet deposition Vd ≈ 5-10 m s-1. So we 

can conclude that in case of wet deposition internal dose due to inhalation is ~ 100 times less than that in 

case of dry deposition. It’s well known that usually (in case of dry deposition) the contribution to total 

internal dose from inhalation intake is much less than that from ingestion intake. Hence, we can assume 

that in case of Hiroshima, where wet deposition took place, internal dose has been totally determined with 

the dose from ingestion intake: 

Dint,i,k ≅ Ding,i,k          (3) 

Let’s consider internal dose from ingestion of radionuclides. The first task is to determine the main 

route of intake. We have results of some interviews of Hiroshima residents regarding typical diet in 1945, 

which was kindly furnished by Professor M. Hoshi. We have carefully analyzed it and made the following 

conclusions: 1) Consumption of leafy vegetables was less than in case of Chernobyl and Semipalatinsk. So 

we can neglect this route of intake; 2) For the Hiroshima residents the goat’s (not cow’s) milk was 

determined as typical. Furthermore, it’s well known that concentration of 131I in goat’s milk is 5-7 higher 

than that in cow’s milk. We can conclude that intake of radionuclides with goat’s milk was predominant. 

It should be noted that it is correct only for those people who used to drink goat’s milk. On the basis on 

the foregoing the internal dose from ingestion of nuclide i can be written as follows: 

Ding,i,k = DFing,i,k × Vm,k × 
2

0

, )(
t

im dttC /pm,i,k      (4) 

where 

     DFinh,i,k is age-dependent organ dose factor from ingestion of i-th nuclide, Gy Bq-1; 

    Vm,k is age-dependent milk consumption rate, L d-1; 

    Cm,i(t) is concentration of i-th nuclide in milk, Bq L-1; 

    t2 is time limit for integration, d; 

     pm,i,k is age-dependent fraction of intake of nuclide i with milk in the entire intake, dimensionless.   

  To assess concentration of nuclide i in milk we need to know concentration of this nuclide in pasture 

grass. 

Total intake of 131I is determined by ingestion intake during the first two months after the explosion. 

Taking into account the Chernobyl experience, the ingestion intake of 137Cs and 90Sr during the first two 

months after the explosion is about 10% of lifetime dose. So, we will consider internal doses due to 137Cs 

and 90Sr intake during two months in order to make an estimate of total lifetime dose. It is worth noting 

that the concentration of 137Cs and 90Sr in pasture grass during the first two months is mainly determined 

by aerial contamination of pasture vegetation. 

It was an air explosion. Consequently the size of the fallout particles didn’t exceed 10-25 microns and 

the average size was less than 1 micron. Hence, all fallout particles were related to biologically active 

fraction and were readily retained by the pasture grass. Equation to assess the concentration of nuclide i in 

grass can be written as follows: 

Cgr,i(t) = (σi/Y) exp(-(gr,i+i)t)        (5) 

where 
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 σi is deposition density of the i-th nuclide in the “black rain” area, Bq m-2; 

 Y is  yield of pasture grass in the “black rain” area, kg m-2;  

  gr,i is weathering removal rate of the i-th radionuclide from pasture grass, d-1; 

  i is radioactive decay constant for the i-th nuclide, d-1; 

  t is time counted from the date of the explosion, d. 

Now we can write an equation to assess concentration of nuclide i in milk: 

Cm,i(t) = βi  TFm,i  
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where 

   TFm,i is feed-to-milk transfer factor for i-th nuclide, d L-1; 

   Qf is daily intake rate of pasture grass by goat, kg d-1 wet; 

   Aj,i and cj,i are empirical constants related to biological removal rate of nuclide i from goat’s milk; 

   N=1 (one component model) for 131I and   N=2 (two component model) for 137Cs, 90Sr 

 βi is solubility of nuclide i in the fallout particles; 

λi is radioactive decay constant for the i-th nuclide, d-1; 

When internal dose is defined by ingestion intake, the following cases should be considered: 1) internal 

dose to thyroid from 131I; 2) internal dose to red marrow from 90Sr; 3) internal dose to whole body from 
137Cs. Hence, we need to know concentration of 131I, 90Sr and 137Cs in goat’s milk. 

The equation to assess the time-integrated concentration of 131I in milk during two months, Cm,131(0 – 

t2), can be written as follows: 

Cm,131(0 - t2) = Cm,131(0 - ∞) = X0/X1       (7) 

where 

X0= βITFm,I(σI/Y)Qfc,I; 

X1= (gr,I+131)(c,I+131); 

t2 = 2 months.  

The equation to assess the concentration of 137Cs and 90Sr in milk, Cm,i(t), can be written as follows 

[Muller and Prohl, 1993]: 

Cm,i(t) = βi  TFm,i  
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 For cesium: 

A1,Cs=0.8 and A2,Cs=0.2, dimensionless; 

c1,Cs=0.46 d-1 and c2,Cs=0.046 d-1 are biological removal rates of cesium from goat to goat’s milk, 

corresponding to A1 and A2, respectively, d-1. 

For strontium: 

A1,Sr=0.9 and A2,Sr=0.1, dimensionless; 

c1,Sr=0.23 d-1 and c2,Sr=0.007 d-1 are biological removal rates of strontium from goat to goat’s milk, 

corresponding to A1 and A2, respectively, d-1. 
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The equation (8) can be written as follows: 

Cm,i(0-t2) = W0,i(W1,i + W2,i)         (9) 

 

where 

W0,i = βifm,iCgr,i(0)Qf  

W1,i = A1,ic1,i / (c1,i-gr,i)  (Z0 – Z1) 

W2,i = A2,ic2,i / (c2,i-gr,i)  (Z0 – Z2) 

Z0 = [1-exp(-gr,it2)] / gr,i  

Z1 = [1-exp(-c1,it2)] / c1,i  

Z2 = [1-exp(-c2,it2)] / c2,i 

t2 = 2 months. 

According to our assessment the preliminary estimate of internal dose to thyroid from 131I for 

children of about 1 year who constantly consumed 0.3 L d-1 of goat’s milk in case of maximum solubility 

of 131I in fallout particles can be up to 1 Gy. 

Main conclusions are as follows: 

1.  Due to the fact that wet deposition took place in the “black rain” area, the contribution to 

       the total internal dose from inhalation intake can be neglected. So, internal dose has been 

       totally determined with the dose from ingestion intake. 

2. According to analysis of Hiroshima inhabitants typical diet, the main intake route was ingestion of 

radionuclides with goat’s milk. 

3. Ingestion intake of 131I, 137Cs and 90Sr during the first two months after the explosion has been 

considered. Hence only aerial contamination of pasture grass should be considered to assess 

concentration of nuclide i in pasture grass. 

4. All fallout particles were related to biologically active fraction and were readily retained by the 

pasture grass. 

5. According to our assessment preliminary estimate of internal dose to thyroid from 131I for children 

about 1 year who constantly consumed goat’s milk in case of maximum solubility of 131I in fallout 

particles can be up to 1 Gy. 
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Abstract. The previous conclusions of authors are confirmed: One cannot use by present methods, 
137Cs analyses alone, to detect fallout due to the Black Rain. Work by Yamamoto et al. (1985) also 
showed that no soils he analysed for 239,240Pu and 137Cs could be used to detect sites of black rain. 
The present paper greatly extends that analysis with many more points and confirms that the 
Pu/Cs ratio still cannot be used to detect black rain  by current methods. In passing it is shown that 
the 137Cs results of Hashizume et al. (1978) are systematically too low compared with analyses of 
the same soils by Yamamoto et al. When this correction is made it is found that the resulting data 
points cannot be distinguished from global fallout. It is calculated that the Pu/Cs ratio from the 
Hiroshima bomb would have had a value of 0.00055, and the lowest result in the data series is 
about 0.01 – much higher. There is therefore no trace of local Hiroshima fallout detected – it is 
hidden by the large amounts of later fallout from global testing. The likely chemistry of black rain 
is surveyed and it is concluded that the carbon created could have had many of the characteristics 
of activated carbon and absorb many of the radionuclides which normally would stay volatile. 
This would be a possible explanation if the refractory/volatile ratios in soils and wall streaks differ 
from those found from other fallout in soils. 

 
137Cs is not a good sole indicator of black rain 

According to (Shizuma et al.  1996) (following early collection by Nishina) the 137Cs in soil at 
Hiroshima collected soon after the explosion  was much less than the subsequent global fallout from 
nuclear weapons testing. The contrast is shown in Fig. 1. This means the task is very difficult. 
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The following diagram (Fig. 2) shows that even at one latitude there is much variation in 137Cs deposition. 
This is often due to differing rainfall. This diagram is due to (Aoyama and Hirose, 2003).  

There is more rain with greater height. A world-wide rule-of-thumb is that there is an increase of 
100mm of rain a year with 100 m increase in height. Since fallout deposition depends heavily on rainfall, 
it should increase if we compare the amounts found, for example by (Hashizume et al. 1977) with the 
heights of the sample sites from a topographical map; we should find that there is an increase. This is 
shown in the following diagram (Fig. 3): 

These points were taken from a southern traverse supposed to be relatively free from local fallout, 
because the bomb debris was blown away to the north-west. The diagram shows an increase with height, 

Fig. 2 

Fig. 3 
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but only 12% of the relationship is explained that way – in other words, there is lots of scatter; the 137Cs 
deposition is erratic. This is because the local rainfall does not depend just on height but on the local 
topography and may vary a lot in just a hundred meters horizontally, even at the same height.  

Nevertheless an attempt was made to correct for the effect of height on 137Cs deposition. From the 
above graph 137Cs increases by about 300 Bq.m-2 for each 100 m increase in height. When it is 
remembered the amount sought as local fallout (black rain) is about 100 Bq.m-2, it is obvious that this may 
not succeed. However the estimated deposition at each sampling height was calculated and subtracted 
from the actual data and gave the following graph (Fig. 4). 

 
The above diagram shows that there is no significant trend with distance from the hypocenter, but 

an increase would have been expected, as 137Cs is increasingly deposited. This means we cannot detect 
black rain by 137Cs alone, at least using this method. However the approach adopted by Dr Cullings which 
examines the data by a different  mathematical procedure to see whether nearby points are more like each 
other than would be expected has a better chance of detecting black rain. 

The conclusion of this section is that the approaches above using 137Cs alone, are not sensitive 
enough to detect black rain. 

 
239,240Pu/137Cs. 
It is commonly thought that ratios of fallout radionuclides should give more information. This is 

because in general they both are attached to particles and both precipitate in rain. The amount of rain is 
hardly important. This principle has already been applied to several Hiroshima soils from the Hashizume 
et al. survey by (Yamamoto et al. 1985). All values of the ratio were calculated as they would have been at 
the time of the Hashizume et al. survey in the last part of the ‘70s. The values were as follows (Fig. 
5:”Density” means the number of observations for a particular X-axis Pu/Cs ratio): 
 

Fig. 4 
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The median is about 0.015, and that was the global mean at that date. The authors concluded that 
there was probably no evidence of black rain, or local fallout.  

The best set of similar soil data from that time is from the UK. (Cawse and Horrill, 1986; Cawse et 
al.  1988) They are as follows (Fig. 6): 

These data appear similar to the above Yamamoto et al. data.  
However the number of samples in the above Yamamoto sample were limited, and subsequently 

our author from Kanazawa analysed many more of the soils from the survey for 137Cs and 239,240Pu. We 
present the results shortly, but first calculate what Pu/Cs ratio would be expected at Hiroshima.  

Using the detailed neutron fluxes between 10 keV and 1 MeV for the Hiroshima bomb published 
in (White et al. 2005), and 238U(n,gamma)239Pu cross-sections for the same energy range published in 
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(Panitkin and Tolstikov, 1972) which correspond well with previous estimates, the weighted mean cross-
section which would correspond to this energy range is 128 millibarn.  

We can calculate the estimated 239Pu production and get 5.5*1010 Bq compared with 1014 Bq for 
137Cs, or a Pu/Cs ratio of 0.00055. This is much less than 0.015 for global fallout. But selective early Pu 
deposition as (e.g.) found between the Semipalatinsk testing ground and Dolon could increase this to 
0.0055.  

Black rain ought to have a distinctive signature: quite low Pu/Cs ratios. But the results from the 
data were as follows (Fig. 7): 
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The above diagram is a kind of histogram, but presented as a graph, and the expected values are 
the background values from Cawse et al. The two curves are offset and it seems that the medians are not 
the same. It would seem that the observed values have a median of about 0.02 instead of 0.015. This is the 
opposite of what was expected - to detect black rain one would imagine obtaining Pu/Cs values lower than 
the global ratios.  

The above diagram used the Hashizume et al. 137Cs values. Our second author had analysed many 
of  these same samples for 137Cs.  The next diagram (which eliminates one obvious outlier) compares the 
two analyses (Fig. 8). If there are no analytical problems, the points should all lie tightly clustered along a 
line with a slope of 1.00.  

73.9% of the variance is explained which is reasonable, but the slope of the line is 0.71, not 1.00. 
This implies that there is a systematic error in the Hashizume data. Accordingly the Hashizume data are all 
divided by 0.71 and compared again against the background data (Fig. 9). This assumes that the 
Yamamoto Cs analyses are correct, but they have been tested internationally.  

This shows that the two distributions are now almost coincident. They could be tested by a Chi-
squared test to confirm this, but the numbers are rather small and the sensitivity would be not very great. 
A better test is a Normal Plot. This tests in a visual way whether more than one distribution is present. In 
the present case because the data look log-normal, a logarithmic transformation was used. The results of 
this plot for the Hiroshima data and the Cawse et al data looked complex, but generally the same except 
for three points with unusually low Pu/Cs ratios in the Hiroshima data which might have been local fallout.  

Perhaps those lowest three points are black rain? These Pu values are fairly typical of global fallout, 
but the Cs values (7311, 5575 and 3304 Bq.m-2) are high compared with the mean of about 2000 Bq.m-2 
for Hiroshima. Since we expected a maximum of 100 Bq.m-2, for black rain it is clear we are instead 
seeing global fallout, even for those three lowest points.  

We expected a Pu/Cs ratio of 0.00055 and instead the lowest value is about 0.01. There is therefore 
no evidence by this method of local fallout, or black rain.  
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The entire data set for Hiroshima with other analyses is being prepared for publication. It may be 
that the best demonstration of black rain at Hiroshima remains the work of (Fujikawa et al.  2003) which 
found anomalous 235U/238U ratios. However the precision required is high and MC-ICPMS, TIMS or AMS 
would be needed. Some of this data is being produced by Sahoo et al. from NIRS at Chiba, and we believe 
is being reported elsewhere.  

Some other characteristics of the carbon particles within black rain.  
It was universally observed that the colour of the mushroom cloud was mostly white and other colours 
(including black) were minor.  This arises from the chemistry of the cloud, which consisted of bomb 
particles, wood decomposition products including water vapour, and other debris from the ground.  

First the many tonnes of the bomb material were volatilized and all chemical compounds 
decomposed, then rapidly as temperatures dropped most elements became oxide particles, chiefly ferrous 
oxide. Secondly and very rapidly, products from the decomposition of the buildings of Hiroshima were 
added.  

Meteorologists from the Hiroshima Meteorological Bureau observed and sketched the mushroom 
cloud (sketches are in the Memorial Peace Museum) and recorded that black smoke was sucked up 
towards the fireball even in the first seconds and continued for hours afterwards. 

 The fireball which created temperatures on the ground of about 3-4000oC instantly created a 
mixture of black pyrolysed wood, (partial ashing, the black smoke) and further decomposition products of 
it. It is the partial ashing which gave the black particles visible in the black rain. Ashing of wood at higher 
temperatures of about 700oC gives a residue of white carbonates and silicates, chiefly of potassium and 
calcium, with some other more minor elements. Minute particles of silicon dioxide from the silicon 
content of wood would also be produced directly or indirectly. At the much higher temperatures of the 
bomb these will decompose, first to the elements, but as temperatures drop, to the oxides of the elements. 
Much of the organic matter is transformed to carbon dioxide and lost. It is only at temperatures much 
lower than 700oC, that unburnt carbon survives from the pyrolysis of wood to be carbon particles.  

This carbon was therefore presumably mixed with radionuclides and could absorb them. The first 
black rain was recorded within about 15-20 minutes, and increased thereafter for several hours. It 
theoretically would contain absorbed radionuclides, and also less visible particles from the ashing of wood, 
which had also adsorbed radionuclides.  

It should be noted that the black particles particularly were formed in a time range which extended 
much later than the bomb particle formation. This could easily lead to differences in radionuclides 
absorbed.  

Particles of either bomb fragments or completely volatilized wood would be similar, in that both 
would be oxides, and 137Cs and other volatile elements would not attach well. One figure frequently 
encountered in the literature is that perhaps 1.5% of 137Cs would attach to such oxidic particles in general. 
Even less would attach of volatile elements as Iodine, Xenon and Tellurium. Other radionuclides are 
generally known to attach much more readily to such particles, particularly the rare earth elements. 
Eventually, but on a time scale of many days 137Cs particularly, does attach to larger particles and 
precipitates with rain.  

It should be noted that the volatilization of wood structures leads to another oxide – water - which 
when temperatures are low as in the upper atmosphere, will form rain. This did not happen in the desert 
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Trinity test in Nevada where negligible organic matter was volatilized. The appearance of some parts of 
the mushroom cloud at Hiroshima was thought by the observing meteorologists to be very like cumulus 
clouds and did contain much water, obviously enough to produce rain shortly thereafter.  

The oxidic particles are mostly very soluble in water and if they predominate, any rain will be 
transparent, but may still have significant radionuclides attached. The fact that rain was not black is no 
guarantee of radiological safety.  

Is the chemistry of the carbon particles any different from that of oxide particles? Does 137Cs attach 
to black rain particles and precipitate as black rain? This brief survey will answer that indeed, even 
elements normally thought volatile attach to black rain particles in a way not seen for the higher 
temperature oxide particles. Black rain particles are a kind of sponge. 

This is because burning most material of vegetable origin even under relatively uncontrolled 
conditions creates the substance called activated carbon, though controlled burning is necessary for good 
yields. By activated carbon is meant a very spongey structure caused by extreme volatilisation of volatiles 
within the solid. This substance has been well known for many years for its absorptive properties, (both in 
the gas and liquid phase) and this depends not on chemical bonds but on physical absorption. Almost all 
substances are absorbed regardless of chemical form. Thus non-volatiles will be absorbed, but so will the 
volatiles. In fact activated carbon is already well known for absorbing Iodine, rare inert gases, like Radon, 
Xenon and Krypton, (which usually do not react chemically with other compounds) and was used 
historically for removing 137Cs and 131I from reactor waste water streams, though now supplanted by more 
efficient extractants. 

There are two possible consequences of the presence of carbon particles. The first is that their 
chemistry probably leads to absorption of different radionuclides from other oxide particles. The second is 
that their occurrence may not be the same in time as the other oxide particles from the bomb, and they 
may be exposed to a different composition of radionuclides in the atmosphere. This means that there could 
be a different kind of element fractionation at early and later stages of rain. One would expect early rain to 
contain relatively few volatiles, including 137Cs. Thus there would be early preferential precipitation in 
rain of elements such as the rare earths, and other refractory elements. If this process is continued long 
enough, the radionuclides left in the air would be greatly depleted in refractory elements. This happens 
even with dry deposition and is well known in soil samples from traverses away from Semipalatinsk, for 
example, but will be even faster when rainout occurs. At the latest stages, it could be in the extreme case 
that 137Cs and the inert gases are predominant in the air and after absorption within activated carbon are 
deposited as black rain. This is hypothetical, but reasonable.  

From the foregoing material we expect that some carbon particles are carried into the upper 
atmosphere quite early, and absorb various elements, but that refractory elements are likely to be 
predominant in any rainout. In late stages of black rain, we expect the composition may be quite different 
and volatile elements may even predominate.  

Although it is not known for certain it is therefore possible that the black rain visible particles 
could affect the rain composition expected from other studies which do not involve it. Detailed modeling 
might be needed if this was important.  

This could be an explanation of the patterns noted by Imanaka if explanation proves to be needed. 
He finds in areas where there is excess 235U in soils which is a marker of bomb influence, that calculated 
refractory/volatile ratios should be high, as measured by 235U /137Cs ratios, but they are found to be not 
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nearly as high as the 100/1.5 (about 60) expected. This suggests some influence already of carbon particles. 
For black rain found in streaks on walls he calculates that the 137Cs/235U ratio has a value of 1.9-16.3, in 
other words the volatile element 137Cs predominates.  

Without a lot more data it is impossible to be completely sure that the above scenario is the 
explanation for the results he found, but it is not unreasonable.  
 
Conclusion 
A conclusion would be that probably all rain experienced at Hiroshima regardless of colour had the 
potential to contain significant quantities of radionuclides. In calculation of dose, the refractory/volatile 
ratios calculated from the 235U/238U ratios in soils are likely to be most generally applicable.  
  
Reference List 
Aoyama, M. and Hirose, K. (2003)  Temporal variation of 137Cs water column inventory in the North 

Pacific since the 1960's.   Journal of Environmental Radioactivity.   69, 107-117. 
Cawse, P.A., Cambray, R.S., Baker, S.J. and Burton, P.J. (1988)  AERE-R-12535,  London:  Harwell.  
Cawse, P.A. and Horrill, A.D. (1986)  AERE-R-10155,  London:  Harwell.  
Hashizume, T., Okajima, S., Kawamura, S., Takeshita, K., Tanaka, E., Tanaka, H., Nishimura, K., 

Maruyama, T., Yamada, H. and Yoshizawa, Y. (1977)  52pp Not cited. (Tokyo):  Japan Public 
Health Association. 

Panitkin, Y.G. and Tolstikov, V.A. (1972)  Radiative capture of neutrons by U238 in the 1.2-4.0 MeV 
range.  Atomnaya Engergiya   33, 782-283. 

Shizuma, K., Iwatani, K., Hasai, H., Hoshi, M., Oka, T. and Okano, M. (1996)  137Cs concentration in 
soil samples from an early survey of Hiroshima atomic bomb and cumulative dose estimation 
from the fallout.  Health Physics  71, 340-6. 

White, S.W., Whalen, P.P. and Heath, A.R. (2005)  Source term evaluations. In: Young, R.W. and Kerr, 
G.D., (Eds.)  Reassessment of the Atomic Bomb Radiation Dosimetry for Hiroshima and Nagasaki, 
Dosimetry System 2002,  1 edn. pp. 62-138.  Hiroshima, Japan:  Radiation Effects Research 
Foundation] 

Yamamoto, M., Komura, K., Sakanoue, M., Hoshi, M., Sawada, S. and Okajima, S. (1985)  Pu isotopes, 
241Am and 137Cs in soils from the atomic bombed areas in Hiroshima and Nagasaki.  Journal of 
Radiation Research  26, 211-223. 



 - 121 - 

A preliminary geospatial analysis of 137Cs measured in soil cores from 
Hiroshima 

 
Harry M. Cullings 

Radiation Effects Research Foundation, Hiroshima and Nagasaki, Japan 

 
 

Abstract 
In the 1970s researchers collected a large number of soil samples at distances up to 30 km from the 
hypocenter of the Hiroshima A-bomb in various directions. Those samples were measured for 
several key, long-lived fallout radioisotopes including 137Cs. The 137Cs results are of particular 
interest in regard to evaluating the possible presence of local radioactive fallout from the 
Hiroshima bomb in places where soil samples were not taken in 1945 and area radiation survey 
measurements were not made in 1945. Unfortunately, various countries were testing nuclear 
bombs in the 1950s and 1960s, in above-ground tests that ejected large amounts of 137Cs into the 
upper atmosphere, producing fallout around the world.  The deposition of this “global fallout” at 
different locations a few km apart can be quite different due to factors that affect local rainfall and 
retention of Cs in the soil. Any fallout from the Hiroshima bomb that remained in the 1970s in 
particular parts of the sampled area would have to be of a certain size in order to create a pattern 
that would emerge from the noise of the variable global fallout. A key statistical problem is to 
establish the relationship between amounts of residual 137Cs from the Hiroshima bomb and the 
statistical power to detect a related pattern in the context of the global fallout, using methods such 
as geospatial hotspotting. A first step to solving this is to characterize the spatial covariance 
structure of the measurement data. A simple variogram plots the squared difference between pairs 
of measured values versus the distance between them, using a scalar distance for an isotropic 
variogram. This shows some spatial structure, i.e., spatially closer pairs are more alike. We can 
standardize the variogram by converting the measurements to counts and dividing each squared 
difference by its expected value under the assumption that each count is a Poisson variate with 
mean equal to some average deposition of 137Cs in mCi/km2 across the entire Hiroshima area, times 
a “size” of the measurement. By “size” we mean a value in counts per mCi/km2 that is proportional 
to the product of bulk sample mass, chemical recovery of Cs, counting efficiency, and counting 
time. The standardized variogram, under certain reasonable assumptions of stationarity in the 
spatial process being measured, confirms a variation in deposition at different locations that is 
much larger than the variation expected from the counting statistics. We explore the relationship 
between 137Cs in mCi/km2 and terrain elevation based on the idea that average annual rainfall and 
the corresponding deposition of global fallout 137Cs from the atmospheric inventory are functions 
of elevation. As the data on 137Cs in mCi/km2 appear lognormally distributed, we investigate the 
application of a spatial scan statistic for normally distributed data to the logarithms of the data. 

 
Introduction 
In 1976 the Japan Public Health Association collected a large number of soil cores from the Hiroshima 
area as part of a program funded by the Ministry of Health, and measurements were made by researchers 
at Hiroshima University (Takeshita et al. 1976). Those cores were collected at approximately two 
kilometer intervals of radial distance from the hypocenter, along several traverses at fixed compass angles. 
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The angles, measured clockwise from due north, were approximately 0, 30, 60, 90, 120, 180, 270, and 330 
degrees. The angles are concentrated in northerly through westerly directions because the area of black 
rain after the bombing, except at shorter distances within the main part of the city, was principally in those 
directions, and the direction of prevailing winds after the bombing at the level of the resulting cloud of 
radioactive debris from the fireball was to the northwest. The other directions were used for comparisons. 
Areas where samples could be collected in the southerly directions were limited by the areas covered by 
the Seto Inland Sea.  

Among other radionuclides, the long-lived gamma emitter 137Cs, a common radioisotope in 
radioactive fallout, was measured in the samples. In soil that was exposed to rainfall and essentially 
undisturbed between 1945 and 1976, any deposition that occurred as local radioactive fallout from the 
Hiroshima bomb should show up as an additive excess above the levels from global fallout that occurred 
during the period from approximately 1948, when atmospheric nuclear weapons testing began in the 
former Soviet Union, until 1976.  

We began this work by looking for a way to compare areas of reported black rain from other areas. 
Conventional statistical tests did not find a difference between levels measured in the areas of black rain 
as reconstructed by Uda et al. (1953) or Masuda (1989) vs. other areas. We then turned to the use of 
geospatial hotspotting with a spatial scan statistic, which is a way of finding areas of high concentrations. 
Along the way, we made a number of basic statistical calculations and exploratory analyses of the data, 
which are reported here. 
 
Methods 

Map Work 
The sample locations are recorded on 1:200,000 scale topographical maps of Hiroshima prefecture, which 
were supplied in the form of digital images of the maps associated with the report of Takeshita et al. 
(1976). In order to obtain accurate sample locations, we took the associated image rasters and located 
them in geographical coordinates, i.e., longitude and latitude in the Tokyo datum, using their markings of 
longitude and latitude. For this work we used geographical information system (GIS) software: ArcGIS 
(Earth Sciences Research Institute, 2009). This allowed direct comparison to digital maps and other 
features such as the DS02 estimate of the Hiroshima hypocenter. We used the tools in the GIS to obtain 
estimates of the geographical coordinates of sample locations marked on the 1:200,000 scale 
topographical map, which we then used to obtain estimates of elevation above sea level with digital 
topographic maps. For some calculations, we converted the geographical coordinates to simple Cartesian 
coordinates in km, with an origin at the DS02 estimate of the Hiroshima hypocenter (Cullings et al. 2005), 
by the approximations 
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, where long0 and lat0 are the 

coordinates of the DS02 estimate of the Hiroshima hypocenter in the Tokyo datum: 132.457307 degrees 
east longitude and 34.391349 degrees north latitude. 

 
Reconstruction of Raw Sample Counts 

Unfortunately, the data available from Takeshita et al. (1976) include count rates and estimated standard 
deviations of those rates based on counting statistics, but not actual counting times. To obtain estimates of 
raw counts that could be expected to have Poisson distributions, we estimated the original counting times 
as the count rates divided by the squares of their estimated standard deviations, under the assumption that 
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the background count in the spectral region of interest for 137Cs (i.e., the 662 keV peak) was small, i.e., < 
1/10 of the net count, for all samples. More details are given in Appendix I. We also calculated a “size” 
for each measurement in units of counts per mCi/km2, by dividing the reconstructed count by the reported 
value of mCi/km2. 

 
Geospatial Hotspotting 

For the purpose of geospatial hotspotting, we assumed that each measured location represents the average 
deposition of 137Cs in a geographical area (geospatial cell) containing it that consists of a sector of radial 

width 2 km and angular width 
6


 
(i.e., 30°) in the polar grid used to set up the sample locations. We used 

the spatial scan statistic SaTScan™, available online at www.satscan.org to search for “hotspots” of 137Cs 
that would have a probability < 0.05 of occurring under the null hypothesis assumed by SaTScan. The null 
hypotheses we used are described further under Results, for the specific settings that we used, but they 
essentially amount to assuming that measurements at different locations are independently statistically 
distributed with means consistent with a uniform areal deposition of 137Cs across the geographical area 
under consideration. SaTScan is a well-tested package that considers potential hotspots on the basis of 
spatial proximity, i.e., the centroid of any geospatial cell can be the center of a hotspot, and for various 
radii, the collection of all cells within a given radius constitutes a zone considered as a possible hotspot 
(Kulldorff 1997). Because of its method of constructing candidate zones to be considered as possible 
hotspots, SaTScan is generally limited to finding circular hotspots, although it has an option for a certain 
range of elliptical hotspots. We did not use the settings for elliptical hotspots in this work, but the version 
we used has good properties for detecting elliptical hotspots even though the hotspot as shown by the 
software would have a circular shape (Kulldorff et al. 2006). Further details of the settings used are given 
below in Results.  
 
Results 

Map Work 
Figure 1 shows the alignment of the 1:200,000 scale map that was done in the GIS using its markings of 
longitude and latitude. In this image, the 1:200,000 map is shown as a transparent overlay, i.e., a black line 
drawing of the map and an associated array of rays and concentric circles for marking sample locations at 
regular intervals in polar coordinates, which were part of the same image raster. One of the points used for 
alignment is the small, circular, magenta-colored marker near the bottom-left corner of the picture. It is 
aligned with the markings of longitude and latitude on the 1:200,000 scale map, which are the vertical and 
horizontal lines intersecting it. In the picture, the 1:200,000 map has been superimposed on portions of a 
new, 1:25,000 scale map dated April 1, 2002 (the colored blocks), to confirm its alignment using visible 
map features. Some features of the 1:200,000 scale map are not clear and well-defined even in the image 
raster shown here, which is the best available copy. Also, there are some areas along the seacoast on the 
newer map that are not shown in the older map, probably because they were reclaimed from the sea in the 
time between the production of the older and newer maps. However, it seems apparent that the older map 
is properly aligned, based on the outlines of major portions of the seacoast, islands etc.  

When the image raster of the 1:200,000 scale map is geographically located in the GIS as 
described above, it appears that the hypocenter suggested by the origin of the sample grid of concentric 
circles and rays is misaligned with the DS02 estimate of the hypocenter: it is about 750 m from the DS02 
estimate, almost due south. This relationship is shown near the top of Figure 1, in which the DS02 
hypocenter is marked by a cross-shaped symbol, colored red to enhance its visibility.  
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The implications of this misalignment for the sample locations depend on whether the sample 
locations in the image of the 1:200,000 scale map were determined by the sample grid, which is 
misaligned, or by the underlying features of the map itself. It appears more likely that the sample locations 
were determined by the sample grid, and are therefore about 700 m too far south. For example, there is a 
problem with the location of Sample No. 294, slightly less than 6 km south of the hypocenter, just east of 
due south, visible in the image of Figure 1 as the upper half of a black circle. (This location is more clearly 
seen in other images of the same map, not shown here.) The sample location as marked is about 700 m 
south of the southern tip of the small island associated with Ujina Port (Motoujinamachi). That location is 
inconsistent with the map features on the 1:200,000 scale map because it is in the sea, but is consistent 
with being drawn about 700 m too far south. We confirmed the misalignment by examining two of the 
1976 sample locations, 12 and 14 km north of the hypocenter, that are depicted on much larger scale 
(about 1:10,000) maps associated with a later sample collection in 1978 (Hashizume et al.). It seems likely 
that the most correct estimates of the 1976 sample locations in geographical coordinates, except for those 
shown in the larger-scale maps from the 1978 work, are obtained by taking locations about 700 m north of 
those marked on the supplied image of the 1:200,000 scale map, i.e., the red circles in Figure 1. In the 
original paper map, at 1:200,000 scale, this 700 m shift represents only a 3.75 mm misalignment, which 
could easily have occurred in manual work with a paper map and something such as a transparent overlay 
of the sample location grid.  

In the remainder of this work, we used sample locations based on geographical coordinates 700 m 
north from those marked on the map. That really only affects the elevations used for evaluating the 
relationship between measured values and elevation—because it is a uniform translation (all sample 
locations move by the same amount in the same direction), it does not affect the spatial variograms or the 
geospatial hotspotting described below. Unlike direct dosimetry with the A-bombs, the exact ground 
distance from the hypocenter to the measured locations is not critical in this work and is not as serious an 
issue in relation to the misalignment. For completeness, the map coordinates and the associated elevations 
that were obtained from digital topographic maps are shown in Table 1 for both sets of locations. 

Figure 1. Alignment of sample map. 
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Reconstructed Counting Times and Sizes 
The reconstructed counting times varied widely, with most samples being < 86,400 s (24 hrs) but about 8 
samples having considerably larger counting times. A regression of “size” on counting time gave a 
strongly linear and plausible relationship, as illustrated in Figure 2, suggesting that the calculated “sizes” 
in counts per mCi/km2 were primarily determined by counting times, as one might expect, and determined 
to a much lesser extent by variation in other factors, e.g., the mg amount of Cs recovered in each sample.  

Distribution of Measured Values 
Examination of the data revealed one extremely low value: Sample No. 529, 3.3 mCi/km2.  That sample 
has an unusually high estimated counting standard error of 0.059, i.e., a coefficient of variation = 0.174, 
whereas the coefficient of variation of the estimated counting error is less than 0.067 for all other samples 
and about 0.02 to 0.03 for almost all samples. When Sample No. 529 is omitted, the logarithms of the 
measured values are quite consistent with a normal distribution, based on standard statistical tests such as 
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those using estimates of skewness and kurtosis. A histogram of the logarithms of the measured values is 
compared to the normal distribution with the same mean (4.1) and standard deviation (0.52) in Figure 3. In 
most of the remaining work we omitted the result for Sample No. 529 and assumed the measured values to 
be distributed lognormal.  

 
Classification by Rainfall Patterns 

Using one of the supplied map images on which the rainfall patterns of Uda et al. (1953) and Masuda 
(1989) had been drawn, we classified the measurements as shown in Figures 4 and 5, with respect to the 
rainfall patterns.  When we performed standard analysis of variance (ANOVA) procedures on the 
logarithms of the data, separately for the Uda and Masuda classifications by rainfall level, no statistically 
significant result was found. This is consistent with the relationships shown in the histograms in Figure 6. 
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Figure 6. Histograms of logarithms of measured values classified by rainfall pattern. 

Figure 4. Soil core locations classified by the 
rainfall patterns of Uda. 

Figure 5. Soil core locations classified by the 
rainfall patterns of Masuda. 
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Measured Amounts vs. Elevation 
The measured values are plotted vs. elevation in Figure 7, using the elevations determined by the “700 m 
north” locations. The error bars are one standard deviation of the estimated counting uncertainty. The 
value measured by Shizuma et al. (1996) in a very early sample taken three days after the bombing, for the 
Koi-Takasu area of known fallout, corrected for radioactive decay to 1976, is shown as a red horizontal 
line for comparison. The very low measured value of Sample No. 529 is shown in this plot as well. When 
a simple linear regression (ordinary least-squares regression) of measured value on elevation is performed, 
a statistically significant slope estimate is obtained. The result is shown in Figure 7 as a trend line.  

However, a linear regression of this type is inappropriate for lognormally distributed errors. 
Although one might consider a log-log regression, which would yield an estimated power function of 
measured value as a power of elevation, there are problems with this approach. One is that the data appear 
heteroscedastic: the dispersion increases with increasing elevation, as seen in Figure 8, in which we plot 
the logarithms of the measured values against the logarithms of the elevations. Another is that there are 
substantial errors in the elevations due to uncertainty in the exact sample locations. For those reasons, no 
attempt is made in the following calculations to adjust for elevation based on the linear regression. 

 
Spatial Patterns and Spatial Covariance Structure 

The measured values are plotted in two dimensions in Figure 9, using a color scale running from dark blue 
(lowest values) through lighter blue, green, yellow, orange, light red to dark red (highest values), to 
illustrate the spatial patterns involved. To obtain an isotropic variogram (Cressie 1983) that is standardized 
with respect to the variance in measurements expected on the basis of the estimated counting uncertainty, 

we calculated 
 

22

2

ˆˆ ji

ji AA

 


for all possible pairs of measured sample locations   ji, , where î is the 

estimated standard deviation of the uncertainty in the measured value iA in mCi/km2, based on the 

measurers’ estimate of counting error.  Then we divided the resulting values into 1,000 distance categories 

based on quantiles of the scalar distances ijd between the locations in each pair, calculated the average of 

this quantity for each distance category, and used a lowess smooth with a bandwidth of 0.7 to produce the 
plot in Figure 10. There is considerable covariance among measured values at distances less than about 20 

Figure 7. Measured values vs. elevation at 
sample location. 

Figure 8. Logarithms of measured values 
vs. logarithms of elevations. 
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km, as seen in the trend of the variogram at these distances. This is reflected in the patterns visible in 
Figure 9, where local areas of similar measured values are evident.  

Moreover, the variogram is >>1 for all distances, consistent with the data’s being much more 
disperse than the counting statistics would justify. This is also apparent in Figure 7, as the vertical 
dispersion of the plotted measured values is much larger than would be suggested by the error bars on the 
individual plotted values. 

 
Geospatial Hotspotting 

When we set out to use the spatial scan statistic SaTScan to look for hotspots, we first tried using the 
setting for Poisson distributed values, and applied it to the reconstructed raw gross counts. For that 
exercise, we calculated a “size” of each measured result, which SaTScan requires for Poisson data. We 
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specified “size” is in counts per mCi/km2, calculated from the data by simply dividing the reconstructed 

raw count of a sample by its reported value in mCi/km2. That calculation embodies the measurers’ 
calculations that were based on the bulk sample mass, chemical and physical recovery of Cs, counting 
efficiency, and counting time for each sample. Then we multiplied this value times the weighted average 
value of mCi/km2 for the entire set of samples, to obtain an expected value of the Poisson distributed count 
for each sample that is consistent with the null hypothesis of the spatial scan statistic, that the true value of 

mCi/km2, say A
~

, is constant over the geographical area of the measurements, and the variation among 

measurements is due to the variation in independently distributed Poisson random variables iA , one at 

each measured location, with expected value   AsAE iii

~
  .  

The Poisson application of SaTScan yielded many apparent hotspots, > 10, many of which 
consisted of individual measured locations, and those putative hotspots were distributed throughout the 
area covered by the sample grid. The result is consistent with the gross over-dispersion relative to the 
Poisson distribution that is noted above, but it is not very useful.  

A more realistic application of SaTScan is obtained by noting that the data appear to be 
lognormally distributed overall. As SaTScan has a setting for normally distributed data, we can use this 
with the logarithms of the measured values. Unfortunately, there is no straightforward way to use SaTScan 
for a compound model in which we would assume as a null hypothesis that the true value at each sample 
location is a sample from a lognormal distribution but is measured with uncertainty that depends on the 
measurement “size” through Poisson counting statistics and the “size” of the sample/measurement. For 
example, attempting to adjust the analysis for the varying precision of the measurements by setting the 
“number of cases” equal to the “sizes” of the samples in mCi/km2 is not correct because SaTScan uses a 
permutation routine in Monte Carlo trials to determine the distribution of its likelihood ratio test statistic 
under the null hypothesis for the normal model (SaTScan™ User Guide, available at www.satscan.org). 
The permutation method used by SaTScan does not preserve the covariance structure of a “lognormal plus 
Poisson” null hypothesis. 

However, we can assume that all measurements are effectively measured with equal uncertainty, 
by setting the “number of cases” = 1 for all measurements in the SaTScan input file, and we can apply 
SaTScan, with a setting for normally distributed data, to the logarithms of the measured values. That is, in 
doing so we assume as a null hypothesis that the measured values are independently and identically 
distributed (“iid”) lognormal, with parameters that SaTScan implicitly estimates by permuting measured 
values among geospatial locations to form the distribution of its likelihood ratio test statistic in Monte 
Carlo replications under the null hypothesis. This is not strictly true, because we believe that there is an 
effect of terrain elevation, and for that reason among others we might expect some spatial covariance 
structure that violates the assumption of independence. However, spatial scan statistics have generally not 
been developed for null hypotheses involving known spatial covariance structures, and the “iid” 
assumption may still be a useful null hypothesis for geospatial hotspotting in the present work. We just 
need to be aware that any apparent hotspots might be due to effects of elevation or other factors with local 
spatial structure, on the deposition or retention of global fallout. It seems reasonable to ignore the variable 
precision of the measurements in this analysis, in light of the fact that the estimated measurement 
uncertainty has a coefficient of variation on the order of 0.02 to 0.03, maximum 0.066, as noted above, 
which is much smaller than the coefficient of variation of the measured values among locations, which is 
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0.55. The result is that SaTScan does not find any statistically significant hotspots. The output from 
SaTScan is given in detail in Appendix II. 
 
Discussion 
It seems reasonable that the spatial covariance structure in the data is due primarily, if not completely, to 
factors such as terrain elevation and slope, soil type, and other factors that have similar spatial structure 
and affect the deposition of global fallout and the retention after weathering of all fallout including that 
from the Hiroshima bomb. The lognormal distribution of the data, which is a common observation in 
environmental samples, is presumably due to a combination of multiplicative factors that affect the final 
measured results. Some of these factors may be associated with the original deposition of 137Cs from 
global fallout, which varies from place to place, but many of them are undoubtedly associated with local 
variations in the retention of all deposited 137Cs, both that from the Hiroshima bomb and that from global 
fallout, under the process of weathering.  

It is unfortunate that we cannot make a simple adjustment for elevation that would presumably capture 
the effect of elevation on deposition of global fallout via its effect on long-term average rainfall. 
Unfortunately, however, it seems clear that this effect of elevation, even if we are certain it had a linear 
effect on deposition, preceded a large part of the variation that produced the lognormal distribution of the 
data, and therefore is multiplied by a succession of multiplicative factors that in the aggregate impart a 
lognormal variation. Accordingly, if a simple adjustment based on the slope of the linear regression of 
mCi/km2 on elevation is made to the data, they no longer appear lognormal in overall distribution. More 
specifically, the simple linear regression is not correct for a number of reasons: 

 The overall distribution of the data among sample locations is lognormal, not normal, and it is 
reasonable to assume that the dispersion about the mean function in the regression should be a 
combination of  

o a lognormal variation in the true values of mCi/km2 at sample locations of equal elevation 
and  

o a much smaller measurement error that is dominated by Poisson counting statistics; 
 A simple linear regression is not correct for lognormal errors; 
 The errors are heteroscedastic, as described above, i.e., they increase with increasing elevation and 

the corresponding size of the mean function in the regression, which requires some form of 
weighting or estimation of a variance function in the regression; and 

 There is non-negligible error in the estimates of site elevations (the independent variable in the 
regression), which creates an “errors in variables” problem in the regression (Carroll et al. 2006). 

Therefore, it does not appear to be possible to make corrections for elevation without 1) a specific and 
rather complicated stochastic model for local area specific deposition and weathering and 2) a 
sophisticated method for a regression or other estimation procedure to relate elevation to the eventual 
measured values. This does not appear feasible at present.  
 Unfortunately, it is not possible to directly compare the 1976 measurements to measurements of 
1945 samples in the known fallout area of Koi-Takasu. The closest to Koi-Takasu of the 1976 samples is 4 
km due west of the hypocenter. This is about 2.1 km northwest of the location of sample No. 7 of Shizuma 
et al. (1996), which was much hotter than their other samples and is the sample on which the horizontal 
line in Figure 7 of this work is based. The location of sample No. 7 of Shizuma et al. (1996) was part of an 
area extensively reconstructed  after the typhoons of 1945, with rerouting of the rivers (Yamate-gawa and 
Fukushima-gawa), and it may have been impossible to find undisturbed soil for sampling in 1976 in the 
generally acknowledged fallout area of Koi-Takasu.  
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Because the application of SaTScan for normal data to the logarithms of the measured values does 
not produce a significant hotspot, it would be of interest to know how large an original deposition of 137Cs 
from the Hiroshima hotspot would have a given probability of being detected by this method. Although it 
is generally accepted that a deposition similar to the known local fallout area at Koi-Takasu would not be 
detectable in the context of accumulated global fallout (Shizuma at al. 1996), and that appears to be 
correct, even if spatial methods are used, larger amounts presumably would be detectable. Future work 
may focus on using alternative models of deposition and weathering/retention to make such calculations 
by Monte Carlo simulation, akin to a statistical power calculation. Because of the asymmetrical geospatial 
distribution of the measured locations, simulations must make fairly specific assumptions about the 
locations of areas of deposition in relation to sampled locations, at least for the original deposition from 
the Hiroshima bomb. They could be performed for complementary models that assign all of the lognormal 
variation to deposition vs. models that assign all of it to weathering. They could also include an effect of 
elevation on deposition of global fallout. It may also be possible to use a hierarchical model to add some 
form of spatial covariance to the simulations, similar to what is reported here and described in the 
variogram.  

There is another problem with evaluating the power of the geospatial hotspotting to detect an 
effect of some specified size and pattern, which relates to the way in which the sample “sizes” were 
determined by choice of counting times, which is not random. The sample sizes are shown in Figure 11, in 
which the size of each marker is proportional to the size of the sample and the color of the marker is 
related to the measured result in mCi/km2 as in Figure 9. As shown in the figure, almost all of the really 
large sample sizes are in westerly to northerly directions, and involve relatively low measured values. It is 
logical to surmise that those came about because the measurers extended the measuring times of some of 
the samples, mainly those initially yielding low results in areas where higher results were expected. 
Correcting for that intervention in a post hoc analysis, especially without detailed knowledge of how the 
decisions about counting times were made, is a very difficult statistical problem. It may still be necessary 
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to rely on the assumption, as noted above, that the variation in counting precision can be neglected 
because the counting uncertainty is small compared to the assumed variation of the true values of mCi/km2 
among sample locations. 
 
Conclusions 

Under reasonable statistical assumptions for a null hypothesis (i.e., that the measured values are 
independent samples (single values) drawn from a single lognormal distribution, due to effectively random 
variation in deposition and retention of global fallout at each sampled location, with a variance much 
larger than the variances of the measurements due to counting statistics), the spatial scan statistic found no 
significant hotspots. An interesting question that remains to be answered is, if we assume as an alternative  
hypothesis 1) a specific amount of deposition in 1945 from the Hiroshima bomb in specific areas 
associated with the black rain, 2) a later deposition of global fallout that has a certain spatial variation 
from place to place in the sampled area, and 3) a model for removal of both of these by weathering; how 
big would the deposition from the Hiroshima bomb have to be, in order to have a given probability of 
being detected with the spatial scan statistic under the null hypothesis described above?  That question can 
be answered under certain restrictive but reasonable assumptions with a future simulation study. 
 
Acknowledgements 
The Radiation Effects Research Foundation (RERF), Hiroshima and Nagasaki, Japan is a private, non-
profit foundation funded by the Japanese Ministry of Health, Labour and Welfare (MHLW) and the U.S. 
Department of Energy (DOE), the latter in part through the National Academy of Sciences. This 
publication was supported by RERF Research Protocol RP #18-59. SaTScanTM is a trademark of Martin 
Kulldorff. The SaTScanTM software was developed under the joint auspices of Martin Kulldorff, the 
National Cancer Institute, and Farzad Mostashari at the New York City Department of Mental Health and 
Hygiene. 
 
References 
Carroll RJ, Ruppert D, Stefanski LA, Crainiceanu CM. Measurement error in nonlinear models: a modern 

perspective (2nd ed.). Chapman & Hall, Boca Raton, Florida, USA (2006). 
Cressie NAC Statistics for spatial data (revised edn). John Wiley & Sons, New York, NY (1993). 
Cullings HM, Fujita S, Hoshi M, Egbert SD, Kerr GD Alignment and referencing of maps and aerial 

photographs. In: Young RW, Kerr GD (eds) Reassessment of the atomic bomb radiation dosimetry for 
Hiroshima and Nagasaki – Dosimetry System 2002. Radiation Effects Research Foundation, Hiroshima, 
Japan, pp 139-222 (2005). http://www.rerf.jp/shared/ds02/index.html  Accessed 28 March 2010 

Hashizume T, Okajima S, Kawamura S, Takeshita K, Tanaka E, Nishimura K, Tanaka H, Maruyama T, 
Yamada H, Yoshizawa T. Study on residual radioactivity in Hiroshima and Nagasaki. J Hiroshima Med 
Ass 31: 455-458 (1978). 

Kulldorff M A spatial scan statistic. Commun Stat Theory Methods 26:1381-1496 (1997). 
Kulldorff M, Huang L, Pickle L, Duczmal L An elliptic spatial scan statistic. Stat in Med 25:3929-3943 

(2006). 
Masuda, Y. Re-investigation about “black rain” after Hiroshima A-bomb. Tenki 36: 69-79 (1989). 
Shizuma K, Iwatani K, Hasai H, Hoshi M, Oka T, Okano M. 137Cs in soil samples from an early survey of 

Hiroshima atomic bomb and cumulative dose estimation from the fallout. Health Phys 71(3): 340-346 
(1996). 

Takeshita K, Sunayashiki T, Takeoka S, Kato K. 137Cs in soil of the black rain area northwest of the 
Hiroshima hypocenter. Hiroshima: pages 109-115. Research Institute for Nuclear Medicine and Biology, 
Hiroshima University, Hiroshima, Japan (1976).  

Uda M, Sugahara Y, Kita I. Meteorological conditions related to the atomic bomb explosion in Hiroshima. 
In: Collection of reports on investigations of the atomic bomb casualties, pages 98-136. Science Council 
of Japan, Tokyo (1953). 



 - 133 - 

Appendix I: Reconstruction of Raw Counts for the Hiroshima University Data on 137Cs Measured 
from Soil Cores 
 
Assumptions and notation: 

 t is the counting time in seconds.  
 NP is the total count in mP channels selected as the region of interest (ROI) for the 662 keV peak. 
 NB is the total count in mB neighboring channels used to determine background. 

 The sample net count is calculated as 
B

P
BPnet m

m
NNN   and the sample net count rate cps is 

calculated as 
t

N
cps net . 

 NB is distributed Poisson(B), where B is the same for all samples (assuming no significant 
artifacts due to interfering signal in the areas selected for background, which should be true, and 
no significant changes in signal gain or other causes of a change in B from count to count). 

 NP is distributed Poisson(B + P), where P is the true mean net count rate in the peak ROI for the 
sample being measured. 

 SD is calculated as 
t

N
m

m
N

SD
B

B

P
P 

 . 

This results in the relationship 
B

B

P
P

B
B

P
P

N
m

m
N

N
m

m
N

t
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cps




2 .  

 For very low net count rates, B
B

P
P N

m

m
Nas

SD

cps
 02 , i.e., as the sample net count rate 

approaches background for a proper blank containing no 137Cs.  

 At high net count rates, for ., 2 t
SD

cps
N

m

m
N B

B

P
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Appendix II  SaTScan Results for the Assumption of Lognormally Distributed Values 
                 ____________________________ 

                         SaTScan v7.0.3 
                 ____________________________ 

Program run on: Fri Apr 09 14:52:22 2010 
 
Purely Spatial analysis 
scanning for clusters with high values 
using the Normal model. 
________________________________________________________________ 

SUMMARY OF DATA 
 
Study period.............: 1976/1/1 - 1976/12/31 
Number of locations......: 106 
Total number of cases....: 106 
Mean.....................: 68.97 
Variance.................: 1378.00 
Standard deviation.......: 37.12 
________________________________________________________________ 

MOST LIKELY CLUSTER 
1.Location IDs included.: 429, 424, 494, 419, 289, 414, 444, 449 
  Coordinates / radius..: (-27.5827,9.81943) / 10.02 
  Number of cases.......: 8 
  Mean inside...........: 116.00 
  Mean outside..........: 65.13 
  Unexplained variance..: 1195.75 
  Standard deviation....: 34.58 
  Log likelihood ratio..: 7.518513 
  Monte Carlo rank......: 302/1000 
  P-value...............: 0.302 
 
SECONDARY CLUSTERS 
2.Location IDs included.: 264, 209, 269, 204, 504, 259, 509, 
                          254, 514, 219, 454 
  Coordinates / radius..: (0.164747,21.2153) / 10.83 
  Number of cases.......: 11 
  Mean inside...........: 94.63 
  Mean outside..........: 66.00 
  Unexplained variance..: 1301.07 
  Standard deviation....: 36.07 
  Log likelihood ratio..: 3.044578 
  Monte Carlo rank......: 990/1000 
  P-value...............: 0.990 
________________________________________________________________ 
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Table 1. Locations, elevations and mCi/km2 of 137Cs measured in samples. 

  As marked  Shifted 700 m north   

Sample 
No. 

mCi/ 
km2 longitude latitude elev., 

m longitude latitude elev., 
m 

diff. 
in 

elev., 
m 

234 38.2 132.459104 34.411089 3 132.459104 34.417389 4 1 
239 59.1 132.451157 34.422679 27 132.451157 34.428979 18 -9 
194 41.2 132.455462 34.438573 18 132.455462 34.444873 121 103 
199 78.8 132.45778 34.456124 150 132.45778 34.462424 155 5 
214 79.6 132.454468 34.474667 39 132.454468 34.480967 116 77 
219 82.6 132.455462 34.492218 408 132.455462 34.498518 319 -89 
254 150.7 132.458111 34.509437 261 132.458111 34.515737 237 -24 
259 66.2 132.456124 34.53063 420 132.456124 34.53693 203 -217
204 116.9 132.456786 34.547187 168 132.456786 34.553487 233 65 
209 67.9 132.461422 34.563743 218 132.461422 34.570043 231 13 
264 33.7 132.459104 34.582287 180 132.459104 34.588587 281 101 
269 38.9 132.45778 34.603149 370 132.45778 34.609449 378 8 
504 60.9 132.459436 34.620699 378 132.459436 34.626999 379 1 
509 128.5 132.459104 34.637256 411 132.459104 34.643556 384 -27 
514 97 132.459767 34.65878 754 132.459767 34.66508 585 -169
134 81.1 132.477539 34.394902 3 132.477539 34.401202 42 39 
15 72.7 132.494856 34.402239 39 132.494856 34.408539 58 19 
17 83.5 132.511879 34.413099 17 132.511879 34.419399 80 63 
14 89.1 132.527435 34.426013 168 132.527435 34.432313 137 -31 
19 79.6 132.541523 34.440982 161 132.541523 34.447282 106 -55 
24 86.9 132.555611 34.452428 98 132.555611 34.458728 155 57 
84 80.3 132.562949 34.471506 36 132.562949 34.477806 96 60 

139 83.7 132.577037 34.485301 155 132.577037 34.491601 130 -25 
499 43.7 132.622823 34.468278 331 132.622823 34.474578 393 62 
149 81.9 132.607561 34.511423 149 132.607561 34.517723 378 229 
524 27.3 132.660392 34.484127 307 132.660392 34.490427 246 -61 
529 27.2 132.68035 34.491758 253 132.68035 34.498058 272 19 
534 26.1 132.695319 34.497041 403 132.695319 34.503341 440 37 
539 0 132.712342 34.515825 412 132.712342 34.522125 418 6 
544 38.3 132.736703 34.515238 434 132.736703 34.521538 379 -55 
60 77.9 132.476072 34.374943 2 132.476072 34.381243 25 23 

244 106.6 132.486638 34.358214 2 132.486638 34.364514 2 0 
65 41.4 132.513934 34.355572 3 132.513934 34.361872 38 35 

249 36.7 132.529783 34.344126 17 132.529783 34.350426 2 -15 
70 122.8 132.550622 34.338255 245 132.550622 34.344555 151 -94 
75 49 132.567938 34.329744 257 132.567938 34.336044 351 94 
89 83.4 132.590538 34.320645 252 132.590538 34.326945 246 -6 
94 86.3 132.606094 34.31184 349 132.606094 34.31814 390 41 
99 95.7 132.62341 34.303035 197 132.62341 34.309335 234 37 

104 93.3 132.643075 34.293643 165 132.643075 34.299943 149 -16 
109 45.2 132.662153 34.284544 577 132.662153 34.290844 397 -180
114 140.7 132.68035 34.275739 504 132.68035 34.282039 370 -134
119 53.6 132.702363 34.267228 504 132.702363 34.273528 453 -51 
124 21.8 132.715864 34.260771 158 132.715864 34.267071 145 -13 
129 37.8 132.736409 34.249324 137 132.736409 34.255624 151 14 
574 44.9 132.459342 34.364964 0 132.459342 34.371264 2 2 
339 34.3 132.463745 34.352931 3 132.463745 34.359231 2 -1 
294 73.1 132.463745 34.332385 13 132.463745 34.338685 17 4 
344 12.1 132.44496 34.312721 100 132.44496 34.319021 84 -16 
299 56.6 132.45582 34.275739 36 132.45582 34.282039 7 -29 
304 54.8 132.45582 34.258423 7 132.45582 34.264723 37 30 
309 41.3 132.471963 34.237584 2 132.471963 34.243884 9 7 
314 21.5 132.460516 34.207353 97 132.460516 34.213653 99 2 
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  As marked  Shifted 700 m north   

Sample 
No. 

mCi/ 
km2 longitude latitude elev., 

m longitude latitude elev., 
m 

diff. 
in 

elev., 
m 

319 97.2 132.453765 34.189449 121 132.453765 34.195749 67 -54 
324 51.7 132.458168 34.174187 3 132.458168 34.180487 40 37 
329 3.3 132.452004 34.153935 19 132.452004 34.160235 44 25 
334 31.9 132.448776 34.139554 45 132.448776 34.145854 68 23 
349 42.6 132.306133 34.312134 7 132.306133 34.318434 83 76 
354 62.1 132.287349 34.303035 19 132.287349 34.309335 62 43 
359 55.5 132.269152 34.294523 66 132.269152 34.300823 131 65 
364 87.3 132.247139 34.28836 384 132.247139 34.29466 229 -155
369 159.2 132.228648 34.2775 423 132.228648 34.2838 277 -146
474 79.9 132.213973 34.263706 278 132.213973 34.270006 405 127 
479 76.1 132.194015 34.258423 499 132.194015 34.264723 502 3 
484 77.7 132.177872 34.253726 479 132.177872 34.260026 479 0 
30 62 132.412968 34.383455 2 132.412968 34.389755 42 40 
35 34.1 132.390956 34.387858 200 132.390956 34.394158 189 -11 

224 52.9 132.370117 34.385216 39 132.370117 34.391516 39 0 
229 55.5 132.347811 34.385216 66 132.347811 34.391516 66 0 
374 70 132.327559 34.38551 377 132.327559 34.39181 377 0 
379 43.3 132.305546 34.385803 443 132.305546 34.392103 443 0 
384 81 132.283827 34.38551 585 132.283827 34.39181 585 0 
389 58.9 132.263575 34.385216 516 132.263575 34.391516 516 0 
434 89.3 132.240095 34.38551 407 132.240095 34.39181 417 10 
439 25.3 132.210744 34.394021 584 132.210744 34.400321 536 -48 
444 134.2 132.190786 34.396076 670 132.190786 34.402376 760 90 
449 191.5 132.166425 34.389912 47 132.166425 34.396212 486 439 
489 44.6 132.138249 34.376117 482 132.138249 34.382417 415 -67 
40 34.9 132.419425 34.401946 79 132.419425 34.408246 88 9 
45 54.8 132.39888 34.415153 154 132.39888 34.421453 69 -85 
50 46.8 132.382738 34.423372 76 132.382738 34.429672 152 76 
55 57.8 132.361312 34.427187 167 132.361312 34.433487 318 151 

154 25.6 132.354561 34.445971 355 132.354561 34.452271 338 -17 
159 38 132.329613 34.450374 378 132.329613 34.456674 400 22 
274 28.7 132.308481 34.456537 693 132.308481 34.462837 583 -110
279 60.8 132.292925 34.465343 559 132.292925 34.471643 533 -26 
284 38.4 132.271793 34.475909 373 132.271793 34.482209 219 -154
289 68.6 132.249193 34.476789 486 132.249193 34.483089 538 52 
419 121.6 132.235399 34.494106 488 132.235399 34.500406 492 4 
414 39 132.236902 34.528462 512 132.236902 34.534762 506 -6 
424 145.5 132.200472 34.508194 788 132.200472 34.514494 775 -13 
429 43.3 132.156446 34.479724 653 132.156446 34.486024 598 -55 
494 184.3 132.161729 34.527565 822 132.161729 34.533865 681 -141
174 37.4 132.442025 34.39813 3 132.442025 34.40443 4 1 
164 73.7 132.436155 34.415447 205 132.436155 34.421747 300 95 
169 56.7 132.425589 34.43159 419 132.425589 34.43789 316 -103
179 85.8 132.415316 34.446558 109 132.415316 34.452858 110 1 
184 41.5 132.404163 34.462701 159 132.404163 34.469001 149 -10 
189 56.4 132.393597 34.477376 221 132.393597 34.483676 318 97 
394 81 132.383325 34.493519 232 132.383325 34.499819 156 -76 
399 49.7 132.367475 34.507314 540 132.367475 34.513614 312 -228
404 29.9 132.357496 34.524043 423 132.357496 34.530343 512 89 
409 71.2 132.350746 34.541066 223 132.350746 34.547366 107 -116
454 197.6 132.343995 34.560438 370 132.343995 34.566738 461 91 
459 28.9 132.339886 34.572471 364 132.339886 34.578771 281 -83 
464 84 132.32433 34.58744 162 132.32433 34.59374 159 -3 
469 107.1 132.308775 34.604463 248 132.308775 34.610763 325 77 
519 86 132.296154 34.620899 544 132.296154 34.627199 536 -8 

 




